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Discussion:

Design Study

Methodology



Design Study Research Contributions

• Problem characterization and abstraction
• Shared understanding

• Requirements

• Automation

• Validated visualization design

• Reflection
• Lessons learned

Transferability, not reproducibility

Sedlmair et al., 2012

http://www.cs.ubc.ca/labs/imager/tr/2012/dsm/


Sedlmair et al., 2012

Sedlmair et al., 2012
• Precondition

• Learn – literature
• Winnow – data, engagement, intellectual
• Cast – roles

• Core
• Discover – characterize & abstract problem, 

observe & inquire
• Design – broad (parallel) -> narrow
• Implement – rapid prototype, usability test
• Deploy – real users, tasks, data, validation

• Analysis
• Reflect – value for field
• Write – lots of work, part of research

Sarah’s 5 stages
• Before designing a study think carefully about 

what you hope to accomplish and what 
approach you need. (Describe axes as a tool for 
doing this).

• Think about what data you have and who needs 
to be part of the conversation. (pre-condition 
phase)

• Design and implement the study (core phase)

• Reflect and share your results (analysis phase)

• Throughout the process, be sure to think 
carefully about goals, timelines and roles 
(pitfalls)

http://www.cs.ubc.ca/labs/imager/tr/2012/dsm/


1 premature advance: jumping forward over stages

2 premature start: insufficient knowledge of vis literature

3 premature commitment: collaboration with wrong people

4 no real data available (yet)

5 insufficient time available from potential collaborators

6 no need for visualization: problem can be automated

7 researcher expertise does not match domain problem

8 no need for research: engineering vs. research project

9 no need for change: existing tools are good enough

10 no real/important/recurring task

11 no rapport with collaborators

12 not identifying front line analyst and gatekeeper before start

13 assuming every project will have the same role distribution

14 mistaking fellow tool builders for real end users

15 ignoring practices that currently work well

16 expecting just talking or fly on wall to work

17 experts focusing on visualization vs. domain problem

18 learning their problems/language: too little / too much

19 abstraction: too little

20 premature commitment: consideration space too small

21 mistaking technique-driven for problem-driven work

22 non-rapid prototyping

23 usability: too little / too much

24 premature end: insufficient deploy time built into schedule

25 usage scenario not case study: non-real task/data/user

26 liking necessary but not sufficient for validation deploy

27 failing to improve guidelines: confirm, refine, reject, propose

28 insufficient writing time built into schedule

29 no technique contribution 6= good study

30 too much domain background in paper

31 story told chronologically vs. focus on final results

32 premature end: win race vs. practice music for debut



Discussion:

Insight-Based

Study



Saraiya et al., 2004

Insight-based studies

• Goal: compare tools
• Identify insight occurrences

• Measure overall learning

• Procedure
• Tutorial

• Initial questions

• Examine data, estimating potential 
insight found

• Assess experience

• Dependent variables
• Questions

• Time

• Amount learned

• Insights & characteristics

• Techniques used

• Usability issues

• Demographics

http://infovis.cs.vt.edu/oldsite/papers/InfoVis04-insight.pdf


Saraiya et al., 2004

Characteristics of insight

• Fact

• Time

• Domain value – rating

• Hypotheses

• Breadth vs. depth – coded by 
domain expert

• Directed vs. unexpected

• Correctness – coded by domain 
& vis expert

• Category – coded

• Dependent variables
• Questions

• Time

• Amount learned

• Insights & characteristics

• Techniques used

• Usability issues

• Demographics

http://infovis.cs.vt.edu/oldsite/papers/InfoVis04-insight.pdf


Limitations

• Labor intensive to capture & code

• Requires domain expert

• Requires motivated subjects

• Training and trial time low – Self reporting? Diary? Automated 
capture?



Empirical Studies in

Information Visualization



Empirical Studies in Information Visualization: 
Seven Scenarios
Understanding data analysis by: 

• understanding environments and work practices,

• evaluating visual data analysis and reasoning,

• evaluating communication through visualization, and

• evaluating collaborative data analysis.

Understanding visualizations by:

• evaluating user performance,

• evaluating user experience, and

• evaluating visualization algorithms.
Lam et al., 2012

http://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=6095544


Empirical Studies in Information Visualization: 
Seven Scenarios

Lam et al., 2012

http://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=6095544


Understanding environments and work 
practices
• Goals & outputs

• Understand work, analysis, or information processing practices of people
• Without software in use: inform design
• With software in use: assess factors for adoption, how appropriated for future 

design

• Evaluation Questions
• Context of use?
• Integrate into which daily activities?
• Supported analyses?
• Characteristics of user group and environment?
• What data & tasks?
• What visualizations/tools used?
• How current tools solve tasks?
• Challenges and usage barrier?



Understanding environments and work 
practices
• Methods

• Field Observation
• Real world, free use of tool

• Derive requirements

• Interviews
• Contextual inquiry: interview then observe in routines, with little interference

• Pick the right person

• Laboratory context w/domain expert

• Laboratory Observation
• How people interact with each other, tools

• More control of situation



Evaluating visual data analysis and reasoning

• Goals & outputs
• Assess visualization tool’s ability to support visual analysis and reasoning

• As a whole! Not just a technique

• Quantifiable metrics or subjective feedback

• Evaluation Questions: Does it support…
• Data exploration?

• Knowledge discovery?

• Hypothesis generation?

• Decision making?



Evaluating visual data analysis and reasoning

• Methods
• Case studies

• Motivated experts with own data in own environment
• Can be longitudinal
• Insight-Based (Saraiya et al., 2004)

• Unguided, diary, debriefing meetings

• MILCS: Multidimensional In-depth Long-term Case studies (Shneiderman & Plaisant, 
2006)
• Guided, observations, interviews, surveys, automated logging
• Assess interface efficacy, user performance, interface utility
• Improve system during

• Lab observations and interviews
• Code results
• Think aloud

• Controlled Experiment
• Isolate important factors

http://infovis.cs.vt.edu/oldsite/papers/InfoVis04-insight.pdf


Evaluating communication through 
visualization
• Goals & outputs

• How effectively is a message delivered and acquired

• Evaluation Questions
• Quantitative: learning rate, information retention and accuracy

• Qualitative: interaction patterns

• Methods
• Controlled experiments

• Field observation & interviews



Evaluating Collaborative Data Analysis

• Goals & outputs
• Evaluate support for taskwork and teamwork

• Holistic understanding of group work processes or tool use

• Derive design implications

• Evaluation Questions
• Effective and efficient?

• Satisfactorily support or stimulate group sensemaking?

• Support group insight?

• Is social exchange and communication facilitated?

• How is the tool used? Features, patterns…

• What is the process? User requirements?



Evaluating Collaborative Data Analysis

• Methods
• Context critical, but early formative studies less dependant

• Heuristic evaluation
• Heuristics: actions, mechanics, interactions, locales needed

• Log analysis
• Distributed or web-based tools

• Combine with questionnaire or interview

• Hard to evaluate unlogged & qualitative aspects

• Field or laboratory observation
• Involve group interactions and harmony/disharmony

• Combine with insight-based?



Evaluating User Performance

• Goals & outputs
• Measure specific features
• Time, accuracy, and error; work quality (if quantifiable); memorability
• Descriptive statistics results

• Evaluation Questions
• What are the limits of human perception and cognition?
• How do techniques compare?

• Methods
• Controlled experiment -> design guideline, model, head-to-head

• Few variables
• Simple tasks
• Individual differences matter

• Field logs
• Suggest improvements, recommendation systems



Evaluating User Experience

• Goals & outputs
• Inform design: uncover gaps in functionality, limitations, directions for 

improvement

• Subjective: user responses
• Effectiveness, efficiency, correctness, satisfaction, trust, features liked/disliked

• Objective: body sensors, eye tracking

• Evaluation Questions
• Features: useful, missing, to rework?

• Are there limitations that hinder adoption?

• Is the tool understandable/learnable?



Evaluating User Experience

• Methods
• Informal evaluation

• Demo for domain experts (usually) and collect feedback

• Usability test
• Watch (video) how participants perform set of tasks to perfect design

• Take note of behaviors, remarks, problems

• Carefully prepare tasks, interview script, questionnaires

• Field observation
• Understand interaction in real setting

• Laboratory questionnaire
• Likert scale

• Open ended





Evaluating Visualization Algorithms

• Goals & outputs
• Quantitatively judge generated output quality (metrics) & performance

• How scores vs. alternatives

• Explore limits & behavior

• Evaluation Questions
• Which shows interesting patterns best?

• Which is more truthful?

• Which is less cluttered?

• Faster, less memory, less money?

• How does it scale?

• Extreme cases?



Evaluating Visualization Algorithms

• Methods
• Visualization quality assessment

• Readability metrics, image quality measures

• Algorithmic performance
• Varied data, size, complexity, corner cases

• Benchmark data sets


